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Abstract

A shift-invariant set of N mutually (nearest-neighbour or all-to-all) coupled moving coil electromechanical devices is

analytically and numerically investigated. The study of the stability of synchronization process is undertaken using the

master stability function (MSF) approach. The emanating properties of this method make it possible to have a general

study of the network dynamics, and to explain de-synchronization phenomena appearing in the synchronization stability

parametric areas. A detailed attention is paid to the effects of the dissipative component of the dispersive–dissipative

coupling tested here.

Crown Copyright r 2008 Published by Elsevier Ltd. All rights reserved.

1. Introduction

In recent years, the importance of the concept of collective and self-organized behaviour has been
recognized in many different areas of science. Complex networks have provided a challenging framework for
the study of synchronization of dynamical units, based on the interplay between complexity in the overall
topology and local dynamical properties of the coupled units. In particular, the effects of synchronization in
systems of coupled oscillators nowadays provide a unifying framework for different phenomena observed in
nature [1,2]. In the study of synchronization, it is important to determine conditions for the stability of the
synchronous behaviour for a generic network topology with a generic coupling configuration. Consequently,
increasingly powerful mathematical methods are being developed to seek the potential conditions for
realization of the most interesting form of dynamical behaviour that can arise in these networks:
synchronization. These methods reverse the question by studying when a synchronous state is stable, in
terms of coupling scheme and especially of coupling strengths. The master stability function (MSF) approach
has been introduced to address this question for arrays of coupled oscillators [3]. This method has been later
extended to the case of complex networks of dynamical systems coupled with arbitrary topologies like those in
Refs. [4–10].
ee front matter Crown Copyright r 2008 Published by Elsevier Ltd. All rights reserved.
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Researches in the fields of collective dynamics and spatiotemporal dynamics have been a subject of
particular interest. This is due to their importance in many scientific fields, ranging from electronics and
telecommunication [3,7,9,11–22], electromechanical engineering [22–25], physics [20,26–28], chemistry [29,30],
biology [10,16,17,21,22] to social sciences (see Refs. [1,2] for more information on applications of
synchronization phenomena).

The present paper considers the stability of a synchronized network of N chaotic electromechanical devices,
coupled through a linear capacitor and resistance, connected in series. Each electromechanical system consists
of a Duffing-quintic electrical oscillator coupled magnetically to the linear mechanical oscillator. Our aim is to
find how the topology and local dynamical properties of the coupled units can affect the synchronization
process. Moreover, the stability of synchronization process will be carried out following the MSF approach
[2–7,9,11] based on the variations (varying to some parameters, such as number of subsystems or coupling
strengths) of the largest transverse Lyapunov exponent. The MSF approach makes it possible to derive the
coupling strengths ranges, leading to stable synchronous states in the network of coupled chaotic
electromechanical devices. This method also makes it possible to explain the emergence of some instability
such as bursting and cluster patterns, and other de-synchronization phenomena [3].

The paper is organized as follows. In the next section, we describe the shift-invariant set of N mutually
coupled electromechanical devices under nearest-neighbour coupling and all-to-all coupling configurations.
After this, we review the chaotic dynamical behaviour found recently in Ref. [24] by presenting the range
of amplitude of the external excitation enabling us to deduce the conditions of emergence of chaos in the
dynamics of an electromechanical device. Section 3 tackles the analytical investigation of the stability
of synchronization states in the network under nearest-neighbour coupling and all-to-all coupling
configurations. Detailed attention is paid to the effect of the dissipative component of the coupling (the
resistance) on the stability of the synchronization process. Section 4 deals with computation of the MSF
through the numerical simulations. The transition boundaries between the stable and unstable synchroniza-
tion are found and several different dynamical states are derived. We end the paper with conclusions drawn
from this work.

2. Description of the physical system and chaotic behaviour

We consider a network of N identical electromechanical devices, mutually coupled to each other by their
electrical parts through the series-association of a capacitor and a resistance (dispersive–dissipative coupling).
The network is considered with two connectivity configurations: the nearest-neighbour coupling configuration
and the all-to-all coupling configuration shown, respectively in Figs. 1 and 2 (in Fig. 2, we limit ourselves to
four nodes for visibility reasons). Each electromechanical system presented in Fig. 3 is made of a linear
mechanical oscillator coupled to a Duffing-quintic electrical oscillator. The interaction between these two
parts is ensured by a uniform magnetic flux of density B produced by a permanent magnet (see Ref. [24] for
more information). The mechanical part is made up of a mobile beam with mass m that can oscillate along the
z-axis. The operating rod is bound to the mobile beam and is enclosed in a spring of stiffness coefficient k.

According to the second Newton law of dynamics, the mechanical part of each electromechanical device is
described by

m€zi þ l_zi þ kzi � lB _qi ¼ 0; i ¼ 1; 2; . . . ;N, (1)

where l is the viscous friction coefficient and l the length of the moving coil. The electrical part consists of a
resistance R, a nonlinear capacitor C (which provides the Duffing-quintic nonlinearity via its voltage–charge
characteristic: VC;iðqiÞ ¼ ð1=C0Þðqi þ a3q

3
i þ a5q

5
i Þ, and an inductor L, all connected in series with a sinusoidal

voltage source eðtÞ ¼ v0 cosOt (where t is the time, v0 the amplitude and O the frequency).
Let Vi be the voltage of the ith electromechanical system, directed every time in the contrary direction of the

current Ii through this electromechanical device, Vij the voltage of the branch coupling between the ith and jth
systems, Iij the current crossing this branch, and qij be the coupling capacitor charge. Then,

V i ¼ L €qi þ R _qi þ
1

C0
qi þ a3q

3
i þ a5q5

i þ lB_zi � v0 cos Ot. (2)
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Fig. 1. The schema of the nearest-neighbour mutually coupled electromechanical systems.
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Fig. 2. The schema of the all-to-all mutually coupled electromechanical systems.
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Before continuing this analysis, let us mention that the expression of the voltage Vi depends on the type of
coupling configuration. We will now consider separately the two types of coupling configuration and
determine the differential equations of motion in each case.

2.1. The nearest-neighbour coupling configuration

In the case of diffusive coupling configuration, the Kirchhoff’s voltage and current laws imply that the
electrical signals in the ith electromechanical device presented in Fig. 1 are determined by

Vi ¼ �Vi;i�1 � V i;iþ1, (3)

I i;i�1 ¼ �I i�1;i ¼ I i � I i�1 and I i;iþ1 ¼ I i � I iþ1. (4)



ARTICLE IN PRESS

e (�)

L R

C

magnet

mobile beam (m)
z

S N S

spring (k)

C’

R’

Fig. 3. (a) Each electromechanical moving coil transducer and (b) each coupling elements link.
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Now, according to Eq. (4), as a general rule,

V ij ¼
1

C0
qij þ R0I ij ¼

1

C0
ðqi � qjÞ þ R0ðI i � I jÞ. (5)

Substituting Eq. (5) into Eq. (3) yields the following equation:

V i ¼
1

C0
ðqi�1 � qiÞ þ R0ð _qi�1 � _qiÞ �

1

C0
ðqi � qiþ1Þ � R0ð _qi � _qiþ1Þ. (6)

The differential equation (2) enables us to derive the following equation describing the electrical part of each
electromechanical device of the network

L €qi þ R _qi þ
1

C0
qi þ a3q

3
i þ a5q5

i þ lB_zi � v0 cos Ot ¼
1

C0
ðqi�1 � 2qi þ qiþ1Þ þ R0ð _qi�1 � 2 _qi þ _qiþ1Þ,

i ¼ 1; 2; . . . ;N. (7)

Therefore, the shift-invariant set of N nearest-neighbour coupled electromechanical devices is described by

L €qi þ R _qi þ
1

C0
qi þ a3q3

i þ a5q
5
i þ lB_zi � v0 cos Ot ¼ 1

C0
ðqi�1 � 2qi þ qiþ1Þ þ R0ð _qi�1 � 2 _qi þ _qiþ1Þ;

m€zi þ l_zi þ kzi � lB _qi ¼ 0; i ¼ 1; 2; . . . ;N:
(8)

Define the dimensionless variables xi ¼ qi/Q0, yi ¼ zi/l, t ¼ oet, where oe ¼ 1=
ffiffiffiffiffiffiffiffiffi
LC0

p
and Q0 is the reference

charge of the capacitor. Then Eq. (8) yield the following set of coupled non-dimensional equations:

€xi þ g1 _xi þ xi þ b1x
3
i þ b2x

5
i þ l1 _yi � E0 cos ot ¼ K1ðxi�1 � 2xi þ xiþ1Þ þ K2ð _xi�1 � 2 _xi þ _xiþ1Þ,

€yi þ g2 _yi þ o2
2yi � l2 _xi ¼ 0; i ¼ 1; 2; . . . ;N (9)

with

g1 ¼
R

Loe

; b1 ¼
a3Q

2
0

Lo2
e

; b2 ¼
a5Q4

0

Lo2
e

; l1 ¼
l2B

LQ0oe

; g2 ¼
l

moe

,

o2
2 ¼

k

m

1

o2
e

; l2 ¼
BQ0

moe

; E0 ¼
v0

LQ0oe

; K1 ¼
C0

C0
; K2 ¼

R0

Loe

; w ¼
O
oe

.

The variables K1 and K2 are, respectively, the capacitive and resistive coupling coefficients. The network of
electromechanical devices with nearest-neighbour coupling configuration is described by a system of N

coupled differential equations consisting of an electrical Duffing-quintic oscillator coupled magnetically to the
linear mechanical oscillator.
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2.2. The all-to-all coupling configuration

In the case of all-to-all coupling configuration, Kirchhoff’s voltage law, applied to the ith electromechanical
device, establishes the following equation:

V i þ V i1 þ V i2 þ � � � þ ViN ¼ 0, (10)

where V ij ¼ ð1=C0Þqij þ R0I ij : It appears that the relation between currents and charges obtained through the
application of Kirchhoff’s current law to all the nodes of the circuit is complex when the number of
electromechanical devices is large. Because of the complexity of the resulting relations, we chose to establish
equations for the first oscillator in the set of four coupled electromechanical devices (see Fig. 2). We note that
we do not lose generality by choosing oscillator 1 in a network of four electromechanical devices, since a
conjecture and a circular rotation would enable us to obtain the equation describing any unit i in the network
of N electromechanical devices. A rather obvious handling of Kirchhoff’s current law shows that I1j ¼ I1�Ij,
and therefore, q1j ¼ q1�qj. In this case, Eq. (10) yields

V1 ¼
1

C0

X4
j¼2

ðqj � q1Þ þ R0
X4
j¼2

ð _qj � _q1Þ. (11)

The circular rotation and the conjecture lead to the following relation:

Vi ¼
1

C0

XN

j¼1;jai

ðqj � qiÞ þ R0
XN

j¼1;jai

ð _qj � _qiÞ. (12)

Eqs. (2) and (12) lead to the following equation describing the electrical part of each electromechanical
device of the network:

L €qi þ R _qi þ
1

C0
qi þ a3q

3
i þ a5q5

i þ lB_zi � v0 cos Ot ¼
1

C0

XN

j¼1;jai

ðqj � qiÞ

þ R0
XN

j¼1;jai

ð _qj � _qiÞ; i ¼ 1; 2; . . . ;N.

Therefore, the shift-invariant set of N all-to-all coupled Duffing-quintic electromechanical devices is
described by

L €qi þ R _qi þ
1

C0
qi þ a3q

3
i þ a5q5

i þ lB_zi � v0 cos Ot ¼
1

C0

XN

j¼1;jai

ðqj � qiÞ þ R0
XN

j¼1;jai

ð _qj � _qiÞ,

m€zi þ l_zi þ kzi � lB _qi ¼ 0; i ¼ 1; 2; . . . ;N. (13)

Eq. (13) can be rewritten to the following set of coupled non-dimensional equations:

€xi þ g1 _xi þ xi þ b1x
3
i þ b2x5

i þ l1 _yi � E0 cos ot ¼ Q1

XN

j¼1;jai

ðxj � xiÞ þQ2

XN

j¼1;jai

ð _xj � _xiÞ,

€yi þ g2 _yi þ o2
2yi � l2 _xi ¼ 0; i ¼ 1; 2; . . . ;N, (14)

where Q1 ¼ C0=C0; Q2 ¼ R0=Loe:
The interest devoted to these systems is due to their possible applications in electromechanical engineering

and the construction of various vibro-technical devices both at the microscopic and macroscopic levels. As we
have recently observed in Ref. [24], each electromechanical model is widely encountered in various branches of
electromechanical engineering. For some technological exploitation of such device, it is interesting (for
engineering purposes) to use many identical electromechanical devices coupled mutually as shown in Figs. 1
and 2. In industry, these synchronized networks of electromechanical devices operate in parallel mode for
common loading in assembly line works and in manufacturing processes: i.e a series of perforation devices or a
series of macro/micro-electromechanical devices uses for cutting, drilling and other machining work. The
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chaotic state is particularly of interest when the network of mutually coupled chaotic electromechanical
systems is used for industrial operations such as the mixing of different liquids, chemicals or powders.
Moreover, one can also connect the operating rods of the synchronized transducers network to a yielding
membrane to make a vibrating membrane. Such a system (transducers network plus membrane) can be
exploited in pneumatic systems. On the microscopic scale it can be used for the design of certain artificial
organs. By varying the coupling coefficients Ki and Qi, one can obtain various dynamical states such as
clusters, complete synchronization and even instability. In the complete synchronization state, all the rods T of
the mechanical oscillators vibrate in phase.
2.3. Chaotic behaviour in the uncoupled electromechanical unit

We find in this subsection how chaos arises in the electromechanical model as the parameters of the system
vary. For this purpose, we numerically solve the equations of motion without coupling
(K1 ¼ K2 ¼ Q1 ¼ Q2 ¼ 0) and plot the resulting bifurcation diagrams as E0 varies. The following transitions
are observed through the bifurcation diagram presented in Fig. 4(a). When E0 increases from 0, the system
presents a period-T orbit until E0 ¼ 24.72, where a series of period doubling cascade appears and lead to a
band of chaotic movement at E0 ¼ 27.05. Around this value, there is a small interval of E0 where multi-
periodic, quasi-periodic and chaotic behaviours are intermingled. As E0 increases further, there is a break of
chaotic movement at E0 ¼ 30.04, the system rearranges itself in 3T-period orbits and the chaotic movement
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Fig. 4. Bifurcations diagrams versus the amplitude E0 of the external excitation. (a) b2 ¼ 0 and (b) b2 ¼ 0.1 and the other parameters are

g1 ¼ 0.2, g2 ¼ 0.1, l1 ¼ 0.01, l2 ¼ 0.05, o2 ¼ 1.2, o ¼ 0.85, b1 ¼ 0.9.
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returns at E0 ¼ 32.55. Analysing the effects of higher nonlinearity, one finds in Fig. 4(b) that the quintic
nonlinearity compresses the bifurcations tree. This implies an early appearance of nonlinear phenomena
(chaos for instance) as E0 increases [24].

3. Stability of synchronization in the network

This section deals with the stability of the synchronization process in a network of mutually coupled
chaotic electromechanical systems. This model is only of interest if the resulting dynamical state is stable. This
requires that each of the perturbed trajectories returns to its original attractor. This investigation will enable us
to identify various dynamical states which appear in the network, depending on the coupling strength K1, K2,
Q1, Q2 and the number N of chaotic electromechanical systems. In order to rewrite Eq. (14) as a system of
flows, we introduce new variables un ¼ _xn; vn ¼ _yn to obtain the following set of first-order differential
equations:

_xn ¼ un,

_un ¼ E0 cos wt� g1un � xn � b1x
3
n � b2x

5
n � l1vn; v ¼ 1; 2; . . . ;N

_yn ¼ vn,

_vn ¼ � g2vn � w2
2yn þ l2un.

When the electromechanical oscillators are coupled, the resulting dynamical state of the system is interesting
when it lies within the synchronization manifold S defined by (x1, u1, y1, v1) ¼ (x2, u2, y2, v2) ¼? ¼ (xN, uN,
yN, vN) ¼ (xs, us, ys, vs). The stability of such a synchronization manifold S will be the main purpose of the
study. Our investigation will make use of the MSF approach [2,3]. Therefore, we will next derive the
variational problem giving rise to the MSF approach, which provides a stability condition for the hyper
surface S. Eqs. (9) and (14) can be rewritten in the following single vector form:

_X i ¼ FðX i; tÞ þ
XN

j¼1

GijHðX jÞ, (15)

where Xi ¼ (xi, ui, yi, vi)
T is the quadri-vector of the dynamical variables of the ith electromechanical system,

the function F : R4! R4 describes the local dynamics of the ith system, and the function H : R4! R4

carrying the coupling strengths, describes the coupling between these chaotic electromechanical systems. The
functions F and H are defined by the equations:

FðX i; tÞ ¼

ui

E0 cos ot� g1ui � xi � b1x
3
i � b2x

5
i � l1vi

vi

�g2vi � o2
2yi þ l2ui

0
BBBB@

1
CCCCA
and HðX iÞ ¼ E:X i.

Finally, Gij are the components of the N�N symmetrical connectivity matrices G, relative to the considered
coupling scheme:
�
 In the case of nearest-neighbour coupling configuration, the coupling matrix G and E are:

G ¼

�2 1 0 . . . 1

1 �2 1 . .
.

0

0 . .
. . .

. . .
. ..

.

..

. . .
. . .

. . .
.

1

1 0 . . . 1 �2

0
BBBBBBBB@

1
CCCCCCCCA

and E ¼

0 0 0 0

K1 K2 0 0

0 0 0 0

0 0 0 0

0
BBB@

1
CCCA.
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While for the case of all-to-all coupling configuration, we have
�
G ¼

�N þ 1 1 . . . 1

1 . .
. . .

. ..
.

..

. . .
. . .

.
1

1 . . . 1 �N þ 1

0
BBBBB@

1
CCCCCA

and E ¼

0 0 0 0

Q1 Q2 0 0

0 0 0 0

0 0 0 0

0
BBB@

1
CCCA.
Due to the zero row-sum condition of the coupling matrix ð
P

jGij ¼ 0;8iÞ and to the fact that the function
H(Xi) is the same for all shift-invariant network units, the synchronization manifold S is an invariant set.
These two properties guarantee that the coupling term of Eq. (15) vanishes exactly on S. Therefore, stability of
the synchronous state reduces to taking care of the system’s dynamical properties along directions in phase’s
space that are transverse to the synchronization manifold.

The stability of the synchronization state in the network can be studied through the linearization of Eq. (15)
around the synchronous state Xs ¼ (xs,us,ys,vs)

T according to

_�i ¼ DFðX sÞ�i þ
XN

j¼1

GijDHðX sÞ�j, (16)

where ei is the deviation of Xi from the synchronization manifold. We recall that gi and $i are the set of real
eigenvalues and the associated orthonormal eigenvectors of the matrix G, respectively, so that G$i ¼ gi$i and
$T

i $j ¼ dij . The arbitrary state ek can be written as �k ¼
PN�1

k¼0 $k � ZkðtÞ; with
ZkðtÞ ¼ Z1kðtÞ; Z

2
kðtÞ; Z

3
kðtÞ; Z

4
kðtÞ

� �
. If one applies $T

j to the left-hand side of each equation of systems (16),
one finally obtains the following set of N variational equations:

_Zk ¼ ½DFðX sÞ þ gkE�Zk; k ¼ 0; 1; 2; . . . ;N � 1. (17)

We recall that gk is the eigenvalue of G, and is given by gk ¼ �4sin
2
ðkp=NÞ for the nearest-neighbour

coupling [3] and g0 ¼ 0, gk ¼ �N (k6¼0) for the all-to-all or global coupling [4].
As it appears in the literature [11], each Eq. (17) corresponds to a set of 4 conditional Lyapunov exponents

lj
kðj ¼ 1; . . . ; 4Þ, along the eigenmode corresponding to the eigenvalue gk. Moreover, because of the degeneracy

of G’s eigenmodes spectrum, Eq. (17) leads to a set of 4� int(N/2) (respectively 4� 1) conditional Lyapunov
exponents in the case of nearest-neighbour coupling (respectively in the case of all-to-all coupling), along all
the transverse eigenmodes. Here int(.) stands for the integer part function. This degeneracy of G’s spectrum
reduces the problem of the resolution of Eq. (17) to a more handy low-dimensional system, which helps make
computation of the transverse Lyapunov exponents fast. As it appears in the literature, a necessary condition
for stability of the synchronization manifold is that the set of conditional Lyapunov exponents is entirely
made up of negative values [3].

Whatever the considered coupling scheme, G’s spectrum contains the eigenvalue g0 ¼ 0 corresponding to
the eigenmode lying entirely within S. For this reason the eigenmode k ¼ 0 is described as longitudinal. This
implies that the stability of synchronous states is reduced to the dynamical properties of the coupled
electromechanical systems along the trajectories transverse to S. The transverse modes (k 6¼0) describe the
system response to a perturbation around S, so that, they consequently provide a framework for the study of
the stability of synchronization. In addition, any deviation from S, however tiny it may be, is characterized by
the growth of at least one transverse Lyapunov exponent.

The parametric behaviour (depending on N, K1 and K2, or Q1 and Q2 values) of the maximum of such
exponents, called the MSF L, gives information about the general dynamics of the network. Why do L’s
variations seem as significant as its sign? In fact, the stability criteria used in the past (negativity of the sub-
Lyapunov exponents [12], Floquet theory [14–17,21,23]) do not guarantee the non-existence of unstable
invariants sets in the synchronous states or locally unstable areas on the attractor, which both, cause some de-
synchronization phenomena. Nevertheless, the universal stability standard Lo0, implies that any deviation
from S should decay and vanish as time goes on. Knowing that Eq. (17) merge into those of an uncoupled
electromechanical device for the longitudinal mode (i.e. K1 ¼ K2 ¼ 0 or Q1 ¼ Q2 ¼ 0), it is clear that the hyper
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surface S will be a chaotic attractor (of which one of the Poincaré cross sections is represented in Fig. 5) and
consequently lmax

0 40. We must recall that when the coupling is turned off (K1 ¼ K2 ¼ Q1 ¼ Q2 ¼ 0), all the
transverse modes degenerate into the longitudinal one, but also note, however, that this does not mean that
the transverse modes lay within S, owing to the fact that a set of uncoupled chaotic units cannot synchronize.
4. Numerical simulations and results

We focus on the numerical computation of the MSF, by solving the equations of motion and the associated
variational equations using the fourth-order Runge–Kutta algorithm. This MSF will help us to find various
dynamical states and to establish some stability maps in the (N, K1), (K1, K2), (N, Q1) and (Q1, Q2) parametric
planes, which will in turn provide the dynamical behaviour of the network, depending on the coupling
parameters.

Direct numerical simulations of Eqs. (9) and (14) for the network of chaotic electromechanical systems,
launched in rather close points of the phases space, confirm the results shown on these maps. Numerically, we
suppose that complete synchronization is achieved in the network after a certain time tsyn, known as the
synchronization time, after which one of the following criteria is verified:

xiðtÞ � xjðtÞ
�� ��
ðN � 1Þ2

oh; 8ði; jÞ and 8t4tsyn, (18)

PN
i¼1xiðtÞ � xiþ1ðtÞ

ðN � 1Þ2
oh; 8t4tsyn with xNþ1 ¼ x1, (19)

where h ¼ 10�3 is the synchronization precision. These two criteria lead to the same result.
4.1. The nearest-neighbour coupling configuration

4.1.1. Dispersive coupling case, i.e. K2 ¼ 0

Before carried out this discussion on the boundary for stable synchronization onset in K1 and N parameter
space, we note that the boundary appears quadratic in N. This might be explained by noting that the
eigenvalues for the system are gk ¼ �4K1 sin

2
ðkp=NÞ and that the mode with the smallest eigenvalue (k ¼ 1)

will be the last to cross the threshold. Approximating the sine function by its argument we have
g1 ¼ �4K1ðp=NÞ2. Thus, the boundary is given by the line for which the coupling times the eigenvalue is the
zero of the MSF L, and we have, L ¼ l1 ¼ 0) �4K1ðp=NÞ2 ¼ const) K1 ffi ðN=pÞ

2; a quadratic function.
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Fig. 7. The stability map of Fig. 6 in the semi-logarithmic plane K140: —, transition boundary from spatiotemporal chaos (SpC) to

cluster synchronization (ClS); (——), transition boundary from cluster synchronization to stable synchronization (SS). The parameters

used are those in Fig. 5.
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When each chaotic electromechanical system of the network is coupled to another exclusively through a
capacitor Fig. 6(a) presents LðN;K1Þ’s variations and Fig. 6(b) the corresponding stability map in the
parametric plane (N, K1).We can toughly distinguish two domains in that plane.

Firstly, one has the stable synchronization (SS) domain in which Lo0, i.e. all the conditional Lyapunov
exponents are negative and the network of coupled chaotic electromechanical systems is assumed to
synchronize. It comes out from these figures that the minimal value of K1 above which there is stable
synchronization domains increases as the number of electromechanical systems increases. This result is
confirmed by the numerical simulation of Eq. (9) whose results are reported on the same map. A similar result
has been established in Ref. [14] for a ring of diffusively coupled Duffing oscillators and in Ref. [17] for a ring
of coupled Van der Pol oscillators. Let us focus in Fig. 6(b) to note that direct numerical simulations of Eq. (9)
reveal the presence of an area where no synchronization is possible within SS area. The analysis of L’s
behaviour (Fig. 6(a)) through the stable domain reveals the existence of a peak where the width is spread out
in this no synchronization sub-domain. This peak of L can be understood by the presence of the possible
parametric resonances in the variational equations. This aspect revealed by the numerical procedure indicates
that the synchronization stability condition does not always guarantee the realization of synchronous states.
Indeed when L-0� (i.e. in the stable domain, near the stability threshold or where L displays a marked peak),
synchronous states are weakly stable. Two situations can be observed during numerical simulations: Firstly,
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an intermittent synchronization is observed, which ends up giving place to sustainable chaos when time
evolves and secondly, synchronization is achieved just after large transitory time, owing to the parametric
resonance, such that one may practically consider that there is no synchronization. This is characterized by a
very slow temporal decrease of transverse variations.

Secondly, we consider the unstable synchronization (US) domain in which LX0, i.e. where at least one
conditional Lyapunov exponent is positive. In the US area, according to the transverse eigenmodes
distribution (in terms of stability) as K1 varies, two different dynamical states can develop themselves in the
network. If certain transverse modes are stable while other ones are unstable (lko0, for some values of k), we
are in the clusters synchronization stability sub-domain. If all these modes are unstable (lk40, 8k), we are in
the spatiotemporal chaos sub-domain. We have represented the transition boundary, defined by
lmin

k ¼ 0; k ¼ 1; . . . ;N � 1, between these two dynamical states in Fig. 7 for K140. This figure is just a
version of Fig. 6(b), where the white zone included in the SS area is where, numerically, synchronization is not
achieved. The change of concavity is due to the logarithmic scale used. To facilitate the readability, we chose a
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logarithmic scale because spatiotemporal chaos appears in the network for very low values of the coefficient
K1. Indeed, in the weak-couplings limit, we expect that the motion of a single oscillator of the network is
qualitatively similar to that of an uncoupled oscillator under noise effect. The noisy motion of an uncoupled
oscillator occurs on a slightly fuzzy version of the original attractor [28]. We must insist on the fact that cluster
states are seldom observed during numerical simulations or in practice because of the weak stability of almost
all the clusters so that they degenerate quickly into spatiotemporal chaos states [13,14,17]. In order to shed
light on the numerical procedure results which confirm the dynamics of the system in each area evoked above,
we represented the space–time–amplitude of the mechanical parts of the network for some parameter
combinations.

Summing up what we have said above, for a fixed value of N, there are three main dynamical states that can
develop in the network, according to the distribution of transverse modes through the Strutt diagram [14]. For
relatively large negative values of K1, L-N (i.e. certain transverse deviations infinitely move away from
attractor S). This is the sign of a strong instability which shows up because of the wildly disordered nature of
the spatiotemporal dynamics of the network (Fig. 8). For weak coupling values (|K1|o1), all the transverse
Lyapunov exponents are positive, but all the transverse deviations are bounded. This shows up in Fig. 9 by the
less spatially disordered behaviour of the network. In the sub-domain of stable clusters synchronization, some
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scarce clusters are carried out and remained stable like it appeared in Fig. 10, the majority of these scarce
clusters degenerate into spatiotemporal chaos regime (see Fig. 11 for N ¼ 40 and K1 chosen near the stability
boundary). For relatively large values of the coupling, one enters into the stable synchronization domain as
shown in Fig. 12. The stability diagram of Fig. 6(b) shows that the numerical threshold rather seems to be
confused with the isoclines L ¼ �0.02, but one can note that the MSF approach truly makes it possible to
approximate the numerical border and to predict local instabilities capable of occurring in the SS area.

4.1.2. Dispersive– dissipative coupling case, i.e. K2 6¼0

Figs. 13 and 14 show that when K2 grows, L’s peaks lessen progressively, causing the stability boundary of
the synchronization to move away. The stabilizing virtues of K2 are due to the nature of the corresponding
coupling element. Indeed, K2 is a dissipative coupling that consequently reinforces the exponential decay of the
transverse perturbations. The numerical procedure confirms the semi-numerical results. One can observe on
the diagrams the remoteness of the stability boundary and the progressive disappearance of the no
synchronization sub-domain included in SS area of Fig. 6. In order to show the effect of the dissipative
component of the coupling on the stability boundary of the synchronization process, we present in Fig. 15 the
stability diagrams for two different values of N.
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4.2. The all-to-all coupling configuration

For the global coupling configuration, we also begin by considering the dispersive coupling configuration
before analysing the effects of the dissipative coupling coefficient. For this purpose, we consider first Q2 ¼ 0,
and determine in Fig. 16 some L’s contours and the corresponding stability map in the (N, Q1) plane. Unlike
in the nearest-neighbour coupling configuration, the stable synchronization domain increases when N

increases. We remember that for the nearest-neighbour coupling configuration, the number of transverse
modes is an increasing function of N; consequently, increasingly large values of Q1 will be necessary to
overcome instabilities generated by the new eigenmodes [14,17]. In the all-to-all coupling configuration, all the
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transverse modes degenerate into only one. Therefore, in this case, the increase in the number of oscillators
reinforces the coupling between all the oscillators (the addition of an oscillator in an N-network generates N

new links) without, however, increasing the number of transverse modes. In this case, we find theoretically that
the network of electromechanical systems will be able to exhibit only two main dynamical states; namely
spatiotemporal chaos when the degenerated eigenmode is unstable and complete synchronization when this
mode is stable.

The MSF’s behaviour (see Fig. 16(a)) once more enables us to explain the presence of the no
synchronization sub-domain appearing in the stable synchronization domain of Fig. 16(b). According to this
figure, L admits a peak whose width is spread out in this sub-domain.

The dissipative component Q2 of the coupling makes therefore a stronger demonstration of its stabilizing
virtues. In fact, even for just Q2 ¼ 0.02 and NX10, one notes in Fig. 17 that the unstable domain centred
around the line Q1 ¼ 0 of Fig. 16 completely disappears, that the no synchronization sub-domain included in
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the SS area also disappears, and that the lowest stability boundary is pushed away leading to an increase in the
SS area. It remains to note that this boundary moves away from the boundary of the dispersive case, but ends
up being stabilized for relatively large values of Q2 (see Fig. 18).

In a general way, we can notice a good correspondence between the MSF approach results and those of the
direct numerical simulations of Eqs. (9) and (14). Before starting with the conclusion, it must be noticed that
the cases where K1 or Q1 are negative constitute a mathematical speculation, owing to the fact that the
capacitance of a capacitor cannot be negative. However, these cases have also been treated, because the
equations of the network (Eqs. (9) and (14)) can be models for other physical systems.
5. Conclusion

We have studied in this paper the stability of the synchronization states in the network of a shift-invariant
set of N (nearest-neighbour or all-to-all) mutually coupled Duffing-quintic electromechanical transducers. The
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MSF approach has shown to be powerful in the study of the stability of the synchronization process and
consequently in the determination of the coupling strengths range which give place to certain synchronous
states. A general analysis of the synchronization stability has played a key role in the determination of the
potential conditions of realization of clusters and spatiotemporal chaos. This method has been necessary to
shed light on the explanation of the de-synchronization phenomena that occur in stable synchronization areas.
Numerical procedures have confirmed the semi-numerical results of the analytical method. These results
revealed the importance of the association of the two coupling elements. Indeed, the dissipative component of
the coupling (the resistance) optimizes the synchronization by reducing the time necessary for the
implementation of this process.

The study has mainly focussed on analytical and numerical investigations. We think that an extension of the
analytic treatment to find stability of synchronous states in the network of non-identical coupled chaotic
electromechanical systems would be an interesting task, which can be tackled using Fourier analysis or a variation
of the Kuramoto order parameter. Moreover, the spontaneous transition frequencies in the network with induced-
noise can also be observed if one can resolve in time electronic circuits or through experimental investigations.
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